Setting up homes
Currently we use 4 servers: linuxs1 .. linuxs4.

The homes on each are setup as follows

Linuxs1: /home1

Linuxs2: /home2

Linuxs3: does not have a home directory for users
Linuxs4: /home4 (SW only)
The /etc/passwd file for each user can either say /home/username or /homex/username. If the entry in /etc/passwd says /home/username, typcally we create a link from /home/username to /homex/username. But I prefer explicitly specifying the homes for each user, which saves the step of creating links on each and every machine.

Automounting

So lets take linuxs1 as an example. Only home1 is visible, to be able to see the other users in other homes, we need to setup automounting. Automounting is preferred to static mounting because we don’t know the order in which servers will boot up. To see how automounting is setup on linuxs1, check out the following files:

/etc/auto.master

/etc/auto.home2

/etc/auto.home4

Essentially entries here tell the automounter which machine to ask for an NFS connection. To start/stop/check automount:

/etc/init.d/autofs start

/etc/init.d/autofs stop

/etc/init.d/autofs status

NIS

Linuxs2 acts as the NIS server. Ypserv service needs to be running here. Essentially this means that linuxs2 contains the password database and the other servers receive it from here. If you make changes to the /etc/passwd file (example add a user, change home directory) etc., then you must type the following to make sure the other servers receive it:
make –C /var/yp

NIS CLIENT
The other servers (than linuxs2) need to have the NIS client configured correctly to be able to get correct user name information. Usually an easy way to check if the client is configured correctly is to type

ypcat passwd.

You should get the passwd file on the other server.

nisdomainname

should say aktino.com. enter this in /etc/sysconfig/network.

The file /etc/nsswitch.conf should be configured to use nis. Check out linuxs1 for an example.

ypbind needs to be running. /etc/init.d/ypbind status

NFS server
For the servers serving home directories and other directories, the nfs server needs to be running.
/etc/init.d/nfs status

/etc/init.d/nfslock status

The list of directories exported by the server are in /etc/exports
After you make a change to /etc/exports, you can run /usr/sbin/exportfs –r

NFS client
Should be able to just mount (mount –t nfs server:/directory /mountpoint) if the server has given it permission

Adding a user

The following is the procedure we used to add a user to linuxs4. It is kind of complicated. I haven’t thought of a way to simplify it:

- login to linuxs2

- Check uid number

# cat /etc/passwd. 

- create home directory on home4 on linuxs4

linuxs4 # mkdir /home4/pnarahari

- increment uid by 1 and add user

linuxs2 # /usr/sbin/adduser -u 70048 -g ausers -d /home4/pnarahari -s /bin/bash pnarahari

- edit /etc/shadow. delete any characters between first and second colons (:)

- distribute passwd file to all the other servers

linuxs2 # make -C /var/yp

- change newly created directory persmissions

root@linuxs4:/home4> chown pnarahari.ausers pnarahari/

- change password

# yppasswd pnarahari

home4 on linuxs4
Not all the disk space on linuxs4 is being utilized. The entire 500 GB hard drive is divided into three volume groups (00 = root, 01 = swap, 02 = home4). There is 170 GB still free. This can be used to create another volume group for another purpose or to extend home4. To do this, run:

system-config-lvm

Also when I installed linux, I configured software raid on the drive. Don’t think there is a need to touch that again.
Subversion

Subversion server is setup on linuxs3. The repositories are in /usr/local/repositories. There is not much free space left there, so its possible we may have to move this (maybe to use the free 170 GB on linuxs4). 
There are two repositories under /usr/local/repositories: software and ems. To add users to be able to commit edit the file:
/usr/local/repositories/<repo name>/conf/passwd

The subversion server is started from inetd. The configuration is in /etc/xinetd.d/svnserve

Subversion version installed right now is 1.4.0.

Backup
Jim knows how the backups are setup. One thing we should do to ease the amount of data backed up is to move the temp files created by the LSI team to another temp location, so this data is not backed up.

